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Abstract. In the healthcare industry, professionals develop big amounts of disorganized data. The complexity of this data and the loss of computational capability lead to delays in the investigation. Nevertheless, with the advent of Deep Learning algorithms and connection to computing power such as Graphic Processor Units (GPUs) and Tensor Processing Units (TPUs), text and image processing has become usable. Deep Learning (DL) data bring about a big outcome in Natural Language Processing (NLP) and computer perception. The main purpose of this study is to build an undivided approach that can relate social platforms, literature, and scientific records to develop an approach to medical education for the public and experts.

This study focuses on NLP in the healthcare industry and compiles data by Electronic Medical Records (EMR), medical literature, and social platforms. The framework proposed in this study is one for connecting social platforms, medical literature, and Electronic Medical Records scientific records using Deep Learning algorithms. Linking data sources requires defining the relationships between them, and finding concepts in medical texts. The National Library of Medicine (NLM) introduced the Unified Medical Language System (UMLS) and uses this system as the basis for the proposed system. The dynamic nature of a social platform can be recognized and supervised methodologies can be applied under supervision to develop conception. Named entity Recognition (NER) enables the active eradication of data or individuals by the pharmaceutical literature. The model for processing EMR scientific records was extended through transfer learning. The result includes a unified, end-to-end, web-based systems solution that brings together a social platform, literature, and scientific records, and enhances access to medical knowledge for the public and experts. As a result of this research, an integrated model that can link social platforms, literature, and scientific records is proposed to prove useful in increasing access to medical knowledge for the public and experts and being able to meet knowledge relational needs. This study makes a lot of improvements, along with data collection, the introduction of two databases, the creation of a new noise elimination scheme for the social platform, the building of a Deep Learning model for titled individual acceptance, and the adoption of transfer learning to establish the model.
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INTRODUCTION

The aspect of hospital services necessarily changes people's lives. Hospital experts take each duty, or hospital affair, and calculate remote to build the aspects of their services. Today, enormous repository material and complicated instruction administration electronics grant the particular expert to stock, measure, and record every hospital affair. The files on this material develop the aspects of hospital services. Nevertheless, corresponding and mutating files in current healthcare systems has proven to be complicated, time-consuming, and expensive (Yu et al., 2012). Having an essential and entire files revolution lack a deep perceptive of file processing. The lack of data sincerity drawn in the lab and ICU results in limited data accuracy. Electronic health records (EHR) and Electronic medical records (EMR) were the first pioneering systems to collect data quickly, and expertly and overcome the limitations of older data collection methods.

Figure 1. Definition of the difference between records made by physicians in the scientific record form and biomedical and patient publications on the social platform

Healthcare texts are categorized into biomedical publications, scientific records, and social commentaries. The biomedical publication collects the texts of Medical Doctors (MDs) and combines them with those of alternative physicists. MDs, therapists, nurses, radiologists, etc. produce a variety of hospital sign and precept physicians' experience and practices. Social platform texts can be generic conservation, suggestions, or particular experience on healthcare topics. Even if they are not experts in their field, public contributions are still important to research. Social network resources represent public health beliefs and help understand many topics such as diagnoses, drugs, and claims.

Suggested Solution

The main objection to identification text in healthcare is a disorganized data repository and data improvement which is quite complicated. To cut the complication of recovering scientific or biomedical text data, it is also necessary to catch 4 different appearances in the content. The first is negations, sentences, or phrases that mention symptoms the patient does not have or report an unsuccessful diagnosis. The next is confidence, censure, or idiom that notices the possible problem. For the 3rd is humanity, the record of idom can modify more time while analysis. Humanity is separated into two parts: First, the historical component, when the patient had symptoms at least 14 days before the date of examination. Second, is the hypothetical breakdown, when the doctor
assumes that the patient can have the positive disorder for further examination. Studies show that distinguishing provisional statements complicates the identification of recent issues as long as there is a big probability of transitions between historical, instant, and hypothetical to present. Another reason for this complexity lies in the fact that the conclusion has small data to track on this transition (Mowery (2014; Chu et al., (2007)). For the 4th, family background, sentences or phrases that record the patient's family medical history. "The patient's father has a history of CHF (Congestive Heart Failure)."

Having annotated the words with these 4 features, it becomes necessary to tackle the identical objection. Named Entity Recognition (N-ER) addresses this challenge by recognizing entities and matching them together. This entity will help catch the 4 aspects in medical texts and link health-related social platform domains with publications and scientific records. The main goal of this research is to build an undivided approach that can connect social platforms, literature, and scientific records to develop an approach to medical awareness for the public and experts.

METHODOLOGY

Latent Semantic Analysis (LSA)

The likelihood of discovery groups of words with the same context is expected in the compilation of annals on the same topic. LSA treasure trove is a class of texts that can make a group of archives. Scott Deerwester, (1990) proposed “a model for finding these words among archives”. Dumais, (2004) describes “that collecting frequencies sublinearly will increase results. Because archives and terms are in the same space vector, records can be defined with several words known as topics.

Latent Dirichlet Allocation (LDA) – LDA MAL-LET

“LDA is a 3-levels of hierarchical Bayesian model” (Jordan et al., (2003)). LDA aims to scale down the information dimensions and build topic-based representations of archives by a group of words that defines each topic (Jordan et al., (2003)). “The research team at UMASS AMHERST produced the MALLET toolkit” (McCallum, (2002). This toolkit is mutual and consists of a variety of advantageous affair design approaches, equally applying sample-based LDA.

Biotherm Topic Models

This model determines the issues of dispersion of information in short texts. Yan et al., (2013) proposed “the Biterm model, which bases word connectivity on patterns rather than documents”. The Biotherm model builds terms, such as "breast cancer" and "digital health care" by looking for the relatedness among the words in the entirety. The topic of this model is symbolized as “z”, the Dirichlet word circulation for different topics is “φ” and the topic distribution is “θ”. The different Biterm contains 2 words this is “w_i”, “w_j”), and then combined possibility is calculated as the probability of the entire corpus as follows:

\[ P (B) = \prod_{i,j} \theta_{\phi(i,j)} \phi(j|x) \]

Support Vector Classification (SVC)

The continuous SVC 1 of the simpler analysis approach, creates a "best fit" edge. The different row designs are a result of bordered information by accustomed two divisions collapsing on the different sides of the line (Figure 4).
Multinomial Naive Bayes

The multinomial Naive Bayesian classifier extends the traditional Naive Bayesian classifier, and it shows a simplified formulation and representation of each in Eq. below.

\[
p(C_k | x) = \frac{p(C_k)p(x|C_k)}{p(x)}
\]

\[
posterior = \frac{prior \times likelihood}{evidence}
\]

The main feature of Naive Bayesian probability is the assumption of independence of its features (hence Naive). Predicting the possibility by 100 comments of samples, X of them as "Yes", and set other as "No".

Text Enclosed

In structured information lists and lines are used to decide the data. Different lists decide the case, and the line serves as the appearance that describes the row. Appearances are continuous and simple to change for analytical models. Non-anatomical data equally text as an aspect is can’t describe data preparation for numerical data as an objection. Various techniques equally Hash Vectorization, Term Frequency, Inverse Document Frequency (TF-IDF), GLOVE Stanford, and Google Word2Vec propose and establish text transformations. A sentence defines as a sequence of characters in files. The area of this feature is very important, so it can be concluded that \( D \) is represented by a feature vector \( \vec{v} \). This vector needs to be converted to a vector of numbers representing Documents. Thus, all these techniques aim to represent text with vector numbers.

LITERATURE REVIEW

Social platform

Social networking sites serve as a platform for communication. “Twitter users share advice about health-related information” (Larson, (2010); Prier et al. (2011)). These authorities develop the national expectation in association and expand their compassion for diagnoses, drugs, and claims. “There are nearly 140 potential health uses of Twitter” (Terry, (2009)). “The most common uses are: disaster warning and response, diabetes management, Food, and Drug Administration drug safety alerts, biomedical device data capture and reporting, shift offering for nurses, and other healthcare professionals, diagnostic brainstorming, rare disease tracking, and resources connections, smoking cessation assistance, baby care tips for new parents and post-discharge.”
Spatio-Temporal Analysis

Researchers use “Twitter data to detect expectation, danger investigation, and disclosure affair” (Hwang et al., (2013); Zhao et al., (2015); Kalantari, (2017)). The exceptionally valuable procedure on a social platform is the text starting with eyewitness. Such Tweets apply to a wide range of attitudes, equally administration, instruction, and experience systems in a variety of areas, including natural disasters, urban traffic, and healthcare. Part of the functional adoption of Twitter information is the recent disclosure of collapse, covering information, and compassionate public perceptions. Dictionary-based text analysis and Latent Dirichlet Allocation (LDA) is unsupervised topic modeling to provide journalists with better insights (Guo et al., (2016)). Hwang et al., (2013) suggested a climbable channel framework and database design collect and analyze data. Rathore et al., (2017) proposed “a Hadoop-based framework for performing real-time analysis of social platform data”. They generalize this scheme and catch workout feeding by essential emergency to health data. “Tagging recommendations and scientific topics identified in the document are other uses of Twitter data” (Nejdl et al., (2009)).

Deep Learning

Bidirectional Long Short-Term Memory

Detects the individual words or text depending on the body used. Treasure trove correlations among words by classical neural networks will not be effective due to the complexity of the sentences. “The architectural design of a recurrent neural network is an excellent choice for studying and analyzing sentence sequences. Recurrent neural networks are used in dialect design” (Mikolov et al., (2010); Vinyals et al., (2014); nevertheless, one of the deficiencies of adopting simple recurrent neural networks is the difficulty in capturing sequential long-term correlations. The long-term memory approach introduced to overcome the limitations of the recurrent neural network is a group of associated words. Applicable words will analyze the different individual sentences. To carry information in two directions this study uses the BiLSTM model.

Enclose layer

The enclosed layer builds a map among the words, a heavy numeric matrix in natural language processing to produce precise input to an artificial neural network. Layers of learned words and characters, word-level enclosed, characterizing different words as an atom, have to a dictionary of words collected by documents called V with size |V|, and D are as the size of the enclosed, which produce the size of the vector that describes the word. Accordingly, this research has |V| × |D| for matrix size with different rows indicate to a single word that behaves like a discover table. At this level, “more define word-level enclose equally GLOVE from Stanford or Word2Vector from Google” (Manning et al., (2014; Mikolov et al., (2013)) is applied.

Studying the morphological characteristics of words such as suffixes and prefixes will add value to the analysis (Ma & Hovy, (2016); Santos & Zadrozny, (2014)). This study adopted the 2 kinds of aspect-level of enclosed (recurrent neural network and convolution neural network). In several issues, equally online learning needs to create a dictionary since the instruction can interfere. The target of contending is to cut down the area aspect of T-tokens. Patter necessarily outcome in lots of tokens "colliding" with each other because they are assigned to the same pattern. Since the inevitably various tokens break up, they will get an accurate aim depiction, and excessive approach by differentiating among them. Stew enclosed is adopted as a departure between the common word enclosed, and that built by a random stew function.
The layer of Conditional Random Field

Conditional Random Field (Pereira et al., 2001) uses sequencing data segmentation and labeling. Research shows that “Conditional Random Field techniques at the sentence level accomplish improved outcome than single word investigation equally Maximum Entropy Markov Models and Hidden Markov Models” (Pereira et al., 2000; Ratnaparkhi, 1996). Conditional Random Field mixed with Bidirectional Long Short Term Memory (Bi-LSTM) can improve the results of sequence analysis (Yu et al., 2015). Figure 5 shows the sentence at the bottom of the figure gap over the LS-TM block, and the Conditional Random Field layer concludes the outcome during the individual entity type of word. The Conditional Random Field loss function is detailed as a scoring matrix, where \( A \) is a sentence formed as a sequence described by \( \left[ \begin{array}{l} x \end{array} \right]_1^T \), then the function for calculating scores is \( f_\theta \left( \left[ \begin{array}{l} x \end{array} \right]_1^T \right) \). In the scoring matrix, Each element is defined by \( \left[ f_\theta \right]_{i,t} \), where \( i \) indexes the output tag and \( t \) addresses each word, this matrix represents a rating system that is independent of position.

\[
S([x]_1^T, [l]_1^T, \theta) = \sum_{t=1}^{T} ([A]_{t} [l]_{t-1, l} + [f_\theta]_{i,l, t})
\]

Figure 3: Demonstrating Sentence Transformation to outcome by combining the enclosed extension, two-way LS-TM, and Conditional Random Field

DATA AND METHODOLOGY

Public Datasets

A lot of standard openly accessible datasets as training and evaluating N-ER assignments. The 5 various databases were selected in the biomedical sphere focusing on the category to threat the approach used and appraise adaptation across domains. The BIO (Start, Inside, Outside) format is used to equip datasets and tag entities, preprocessing and splitting of all datasets into 3 files is also performed, it covers seventy percent, authorization consists of ten percent, and tests comprise twenty percent of the pool data. Ma & Hovy, (2016) described that the JNL-PBA dataset was driven by the GENIA corpus and annotated for use as a ground truth for detecting Proteins, RNA, Cell Lines, Cell Types, and DNA. BioCreative II Gene Mention (BC2GM) (Smith et al., 2008) is a benchmark data set for training the N-ER task and has been adopted by a lot of departments to catch RNA labels consisting of BAN-NER, GLI-MI, and BIO-BERT that were built by Leaman & Gonzalez, (2008) and Oliveira et al., 2013. Mi & Thomas, (2009) described that “Pathway Curation is the main task in BioNLP 2013”. This data set
is designed to handle case eradication in medical texts to support curation. Event extraction entities are identified first using this data set to catch the Genes or Gene Products, Complexes, Cellular Components, and Simple Chemicals before performing. Bergman et al., (2010) described about “The LINNAEUS dataset normalizes and recognizes species names mentioned in medical texts, the version in this study contains 100 random full-text documents converted to a stand-off format”.

One of the prominent entities in medical texts is disease name, the NCBI disease test (Lu et al., (2014)) was chosen to evaluate the model in this study. This data set consists of seven hundred and ninety-three medical publication abstracts, including seven hundred ninety different disease names. Li et al., (2016) described that Bio-Creative V Chemical Disease Relation (BC5-CDR) combined 2 entities (chemistry and condition) and cited humans by thousand and fifty hundred Medical Publication papers.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type</th>
<th>Entity Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>JNLPEA</td>
<td>Gene/Protein</td>
<td>DNA: 8,552</td>
</tr>
<tr>
<td></td>
<td></td>
<td>protein: 27,032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cell type: 6,177</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cell line: 837</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DNA: 8,392</td>
</tr>
<tr>
<td>BIONLP13PC</td>
<td>Gene</td>
<td>gene: 5,599</td>
</tr>
<tr>
<td></td>
<td></td>
<td>complex: 719</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cellular: 484</td>
</tr>
<tr>
<td></td>
<td></td>
<td>chemical: 1,155</td>
</tr>
<tr>
<td>BC2GM</td>
<td>Gene</td>
<td>gene: 15,017</td>
</tr>
<tr>
<td>LINNAEUS</td>
<td>Species</td>
<td>species: 2,105</td>
</tr>
<tr>
<td>NCBI-DISEASE</td>
<td>Disease</td>
<td>disease: 5,118</td>
</tr>
<tr>
<td>BC5CDR</td>
<td>Disease/Chem.</td>
<td>chemical: 5,185</td>
</tr>
<tr>
<td></td>
<td></td>
<td>disease: 4,098</td>
</tr>
</tbody>
</table>

Table 1. Types and density of individual Datasets (Summary)

**Scientific records Data Collection**

Medical Information Mart for Intensive Care (MI_MIC) vers-3 is an expanded database of electronic patient health records. MI-MIC data consist of laboratory test results, bedside critical hint analysis, the procedures anesthetic, caregiver notes, clarify reports, and deaths. Sha-Re/CLE-F e-Health generated datasets in 3 assignments to aid improved info comeback in natural language processing with scientific care approaches. Assignment 1 and assignment 2 concerned scientific record annotations, and the third task concerned website pages based on queries starting while learning clinical reports. One and assignment 1 and assignment 2 have twenty five clinical words for discipline and one hundred clinical pieces of information for testing each. Assignment 1 consists of a glossary of distractions, and Assignment 2 consists of phrases/abstractions. Assignment 3 is a medical-associated website document set, 5 evolution objections, a website document outcome set, and fifty analysis queries (Suominen et al. (2013); Kelly et al. (2014Z)).

**WELL-BEING TREND DISCLOSURE AND SPATIO-TEMPORAL INVESTIGATION SOCIAL PLATFORM**

This research proposes a scheme for advising, clarifying, perceptive, and hunting the case in data streams. This study proposes a topic-tracking neural architecture that provides 83.34% accuracy, 83% precision, 84% recall, and 83.8% F-Score. This research introduces a model selector action by hybrid indicators to
overcome online topic disclosure and creates a mechanized data processing pipeline with 2 stages of cleaning. Routine and deep cleaning are practiced by various metaknowledge sources to improve data quality. Deep Learning and transfer learning techniques allocate health-related tweets by great certainly and better F-1S (Score). On this, the visualization uses to accept trending topics.

**Keep track of social platform topics**

The proposed model is made with five layers:
- Layer 1: data collected by Teewpy (python tool) (Kuperman et al., (2007)).
- Laye 2: consists of the cleaning and pre-processing methods for transforming tweets into processable vectors.
- Layer 3: the Word-2-Vec method that develops a matrix based on the vectors accepted by the last layer and uses the matrix to initialize a neural network to predict labeled tweets.
- Layer 4: the convolutional neural network classifier, where invisible tweets originating from Word2Vec are labeled.
- Layer 5: data that is not labeled to the LDA model is entered and a new topic is created.

Typically, sequence modeling is associated with a recurrent neural network. Nonetheless, the outcome shows various aspects. Bates et al., (2014) described “the Convolutional neural networks provide an important outcome in Natural Language Processing. Reddy & Aggarwal, (2015) and Chapman et al., (2011) apply the convolutional neural network for semantic parsing Shen 2014 uses it for query retrieval. Ibanda, (2009)) defines that Kalch -Banner 2014 uses it for sentence modeling and Bates et al., (2014) described that Yoon Kim (2014) connects the Word-2-Vec model by the convolutional neural network. As part of this research project exploring classification models that can be used for adaptive systems. Aspect collection is one of the challenges, and Convolutional Neural Networks are applicable. The condition of the convolutional neural network is that they require a fixed input size; since tweets are limited to two hundred and eighty elements, filler for briefer tweets can be used, keeping the input size fixed. The research design consists of three convolutional layers with kernel sizes of 128-64-32 correspondingly. The system has a decrement of zero point five. The convolutional neural network model will update the Word2Vec problem and design. The system architecture is shown in figure 7, this system brings active learning of topics and strengthens the classification of the convolutional neural network model. The system was compared with SVM and convolutional neural network techniques individually to conclude and label new tweets. Nonetheless, the anticipating capacity of both approaches is defined due to irregular data sets.
**Recommended Field Design Scheme**

This system design has 2 important subjects, "Tweet Collection Platform" and "Real-time Automatic Twitter Topic detection" (REAT). The Tweet Collection Platform appliances listeners using the TweePy API collect comments, and store them on the server for analysis by the "REAT" module. "REAT" decide 3 databases: “Bag of Word Data Base” (BWDB) to store tokens. “BWDB” will grow gradually, helping improve the tokenizer procedure, which is implemented in the Data cleaning module, and then "Vectorized DOcuments DataBase" (VDODB); this database will save the data after changing and removing noise, using "Word Space Model" and Noise elimination Model.” And the last is Annotated Document DataBase” (ADODB) to increase the selector of topic modeling. This database stores annotated twitter. “ADODB” will help the framework calculate the homogeneity, completeness, and size of V. To generate ground truth and annotate random samples of data collected by assigning teams of characterized students and storing them in “ADODB”.

**Noise elimination Model**

![Diagram](image-url)
“The Continuous Bag of Words (CBOW) technique can clear up the problem of vocabulary size by crucial vector dimensions” (Mikolov et al., 2013)). The structure of the CBOW deep learning model used as Word2Vec in this study serves on Figure 8. \( N \) serves as the window size, and \( W(\ t\ ) \) will be the word in the document at position \( t \), and creates a sequence \( W(\ t-n \),\ldots,\ W(\ t-1)\ W(\ t+1)\ W(\ t+n) \). \( V \) is the size of the Vocabulary and \( D \) the dimension and makes the size of the matrix \( V\times D \). This matrix is known as the Enclose layer. To create the Enclose layer, a very important loss function needs to be defined. If the predicted target word is assumed to be \( W(\ t'\ ) \) and the real word is \( W(\ t\ ) \), then this can decide a cost action. A heavy Layer (Vocabulary size) was applied with Softmax activation to predict the target \( W(\ t'\ ) \). Table 3 shows the sample of input and a sample object by the window size, characterizing the two words before and after the target word. The end of restore weights on the heavy layer produces the word as a vector length \( (D) \).

**Model Selection**

At this stage, data is processed in different details, such as topic sentences, paragraphs, or articles. Latent Semantic Analysis was chosen as the basic algorithm, Latent Dirichlet Allocation as the most widely used technique, LDA_MAL-LET as an embellished adaptation of LDA, and Biterm Topic Modeling technique as a definite aim short message topic modeling, to calculate the scheme that proposed to choose the right approach for topic modeling.

**Evaluation Metrics**

Rosenberg & Hirschberg, (2007) “adopting V-Msd to calculate K-means performance through document grouping”. They show that V-sizing can be done evidently on different data sets. Approaching this technique requires manual labeling. This study uses homogeneity, integrity, and V-Ms to calculate the techniques across topics. In this research, the metrics used are supervised to evaluate the resulting topic to pick a robust model.

**Figure 6. Consistency conclusion phase by distribution over the gathering**

*Analogy, Integrity, and V-size*

Analogy describes the total of true labeled characters in one class. The goal is for each cluster to enclose members from one class. The harmonic average of these 2 pieces of evidence brings a V-Ms. Rosenberg & Hirschberg, (2007) described “this metric determines how close a cluster is to its ideal solution by examining the limited entropy of the class delivery given the expected clustering”.

Reference Corpus

- Segmentation
- Probability Calculation
- Confirmation Measure
- Aggregation
Table 2. Glossary of Definitions in Homogeneity and Completeness Metrics

\[
H(C|K) = - \sum_{k=1}^{K} \sum_{c=1}^{C} \frac{a_{ck}}{N} \log \frac{a_{ck}}{\sum_{c=1}^{C} a_{ck}}
\]

\[
H(C) = - \sum_{c=1}^{C} \frac{a_{ck}}{n} \log \frac{\sum_{k=1}^{K} a_{ck}}{n}
\]

Based on this formula, homogeneity can be calculated using the formula:

\[
P_{GL} = \begin{cases} 
  \text{if } H(C|K) = 0 & \text{Then } h = 1 \\
  \text{else} & h = 1 - \frac{H(C|K)}{H(C)}
\end{cases}
\]

\[
P_{GL} = \begin{cases} 
  \text{if } H(K|C) = 0 & \text{Then } c = 1 \\
  \text{else} & h = 1 - \frac{H(K|C)}{H(K)}
\end{cases}
\]

CONCLUSIONS AND FUTURE WORK

Conclusion

This research introduces a familiar structure for performing perfectly automated text compilation and sterilization, along with semi-automated case disclosure techniques, adopting a hybrid interpretation metric while assessing results regardless of the model chosen. The research product was measured by adopting V-Ms, agreement, integrity, and consistency to preferred several topics and models. In addition, trend-tracking samples demonstrating the rate of the investigation are anticipated by this groundwork. The hybrid model adopting assessment by the experts advances work in effective habitat. The continuous learning model also addresses the issue of shifting domains in date and area as in the analysis of the pandemic COVID-19, as a follow-up to this study. This study connects multiple data sources and creates integrated knowledge in healthcare, increasing the approach to the pharmaceutical ability for the public and experts. This study uses several approaches by the classification of semi-managed, deep learning, and transfer learning. The results of this study fulfill all the objectives defined in the establishment. This research makes a lot of improvements, as well as information collection, recommending 2 databases, creating a new commotion cancellation system for the social platform, developing a Deep Learning model for titled individual acceptance, and using transfer learning to conclude the model.
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